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1 Introduction

In both living organisms and human-made machines, we
are interested in how morphology (or mechanical design)
and neural control (or control) are combined to reach a de-
sired behavior. Engineers tend to split the mechanical and
controller design into two separate steps, since it is difficult
to analyze the effect of a controller without already having
model for the mechanical dynamics. In recent years, con-
trol engineers have tried more and more to exploit the nat-
ural dynamics: this means, the controller should not over-
power what the passive mechanical system naturally tends
to do, but rather simply push it in the right direction then
let the natural dynamics take over. This concept was pio-
neered in the engineering field by Tad McGeer[5], and also
shown to be prevalent in biology[3][7]. This concept high-
lights the importance of mechanical design on controller de-
sign[6], especially for controller-design algorithms such as
reinforcement learning where stable natural dynamics can
provide a smooth gentle slope to help the algorithm to con-
verge[9].

2 Growth and Natural Dynamics

We aim to address not only the neuro-mechanical re-
lationship between controller design and natural dynamics,
but also highlight the related aspect of growth. Indeed most
animals go through a critical phase of motor-control learn-
ing during early development, a period when their morphol-
ogy and therefore natural dynamics change drastically and
very rapidly. How this change affects the learning process is
not yet well understood. We take loose inspiration from this
and define growth as time-dependent natural dynamics, as
illustrated in the following canonical equations of motion:
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Where ¢, is the vector of generalized coordinates and
u(y) are the control inputs, in this case forces and torques. M,
C and B are the inertia matrix, the differentiable force vector
(including gravitational, coriolis and other forces) and con-
trol matrix, respectively. Note that in this case M, C and
B are time-dependent. While algorithms such as reinforce-
ment learning are known to be able to handle changing sys-
tem dynamics [8], these changes are generally viewed as an
additional challenge the controller has to handle, outside the
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influence of the engineer. Instead we are interested in how
an ad-hoc pre-designed change over time of the natural dy-
namics can help improve the convergence of learning motor
control tasks. In this sense, we are not only interested in nat-
ural growth in which an individual generally gains in mass,
power-output and complexity, but a generalized notion of
growth, as any directed change over time of the natural dy-
namics. We specify here three initial types of growth we will
initially test, for which we plan to show preliminary results
at AMAM.

2.1 Dimensionality Reduction

The curse of dimensionality is a common challenge in
motor control. Starting with a low-dimensional system and
gradually "growing” the additional dimensions therefore has
a lot of potential to simplify the learning process. This is re-
lated to the freezing-and-freeing phenomenon[1] observed
in human learning. While reducing the dimensionality of a
problem has clear benefits in reducing the search space, a
naive reduction might not be as beneficial as expected. We
expect to find strategies for choosing the order in which di-
mensions should be removed/added to the system.

2.2 Decoupling

A second concept is to maintain the same total dimen-
sionality but decouple certain degrees of freedom from oth-
ers, as discussed in [4]. This essentially splits up the prob-
lem into multiple problems, such as body-pitch balance and
forward movement, of lower dimensionality that can be
solved individually. In a second step, the coupling terms
in the dynamics can be gradually introduced, and the the
required motor control necessary to deal with this new cou-
pling can be learned. This approach sounds very promising
in theory, however it is not trivial to determine which di-
mensions can effectively be decoupled, nor how or if the
coupling term can be learned after a sub-dimensional con-
troller has been learned in the decoupled case.

2.3 Actuator Bounds

As animals grow, their muscle mass distribution, inertia,
etc. change drastically. These changes influence the effec-
tive mechanical advantage[2] as well as the needed the re-
quired power output. In a simplistic view this can be approx-
imated as changing the bounds of the actuator output. While
this is typically seen as a limitation, it could also provide un-
foreseen benefits, especially when performing exploratory
learning in actual hardware.



3 Conclusion

Through systematic testing of different “growth cases”
we aim to identify important details on how morphology in-
fluences controller design, as well as the dynamics of learn-
ing in general. This could shed light on developmental
motor learning, as well as provide ideas for more effective
robot controller designs, especially in model-free learning.
We plan to show initial results in simulation by the time of
AMAM, and thereafter also test these out in actual hard-
ware.
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