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1 Introduction feature quantity. Then, we detect the target positiy
performing orientation code matching. Moreovermider to
Recent advances in genetics are remarkable, aisd it cope with direction change of target, we calculegatral

elucidated most of the DNA sequence of med&kyZias difference orientation code and use for detection.
laptipeg matches the DNA sequence of humaioro 3.1 Orientation code

sapien} as in Refs. [1]. Currently, visual measurement by First, we describe orientation code. In here, windd
experts is commonly used for behavior analysis edaka. the brightness valuKi, j) of a target pixel at position, ()
However, the time cost and misidentification by lameye and calculate horizontal gradieRtl; and vertical gradient
evaluations is often problematic. In order to dedh the V1 based on Sobel filter. Then, the directignin which

above problemr,] Wle SUQQE;]S" a method (;)ajed Onmg]‘agethe luminance gradient is the maximum is deriveanfiv/ |,
processing technology. When we treated data w ' “and V1. Further, orientation code; is obtained by using

taken by a camera, such as we need to note th@eluin : NN , I .
brightness and sudden speed change and directamgeh gga]%' lelzg\;[vg.uannzatloﬂ., quantized by quantization widiy

of target (medaka). To remove these influence, we

introduce new tracking method which combined céntra 8, /8, if \DI.MDI ‘ >T

difference orientation code matching and partidterfas i S ' : ()
in Refs. [2] and [3]. Further, we show effectivened the

proposed method through experimentation. In equation (1), quantization widthd is 7/8, andT is a

threshold that determined in order to remove adoadient.

] 3.2 Central difference orientation code

2 Our proposed algorithm Since orientation code fluctuates due to the rative

) ) . calculate central difference orientation code. tFiirs order

In this chapter, we introduce an algorithm of our o calculate the rotation angle of the templategenand the

proposed method. This algorithm is roughly composkd target image, we create the radar chart by applyire

N =2m7/A, otherwise

four steps such as pre-processing, particle filkentral crossing method to the histogram based on orientatde
difference orientation code matching and decisibrihe derived from each image. Further, we derive thegipal
target position. First, we perform four processesuding axis of inertia based on the plot area of radartamshown
grey-scale processing as pre-processing. Then, exieed in Fig. 1. Then, the angle of principal axis of rifge is
the detected position and the estimated positioraafet defined as the rotation angte and each image are rotated
using by central difference orientation code matghand as shown in Fig. 2. Finally, we derive the centrigntation
particle filter. Finally, we determine the targetsgion by code in each image after rotation.

integrated evaluation the detected position and the
estimated position.

3 Thedetection method of target position

In the proposed method, we use orientation code as Figure 1: Radar chart Figure2: Rotation of the image
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3.3 Central difference orientation code matching Below, we define the evaluation formula in equation
We perform matching between rotated images. Below,

Dpai +1
we explain method of matching using equation (2)-(4 E.=a D%+ l-a), (7)
minfa-b/,N-ja-b} if azN,bzN In equation (7),« means a weight value representing the
d(a,b) ={N/2 if a=N,b=N (2 priority of the evaluation value and takes a vélue 1. An
. area where the integrated evaluation valbe is the
N/4 otherwise o . "
minimum is detected as the position of target.
1 (d(a,b)-4
Dy = 2. ( 2 ) (©)]
K 6 Experiment
M M M M p
drg =| 2 2. Dy IZR”J 2R 4 _
i=1i=1 i=1i=1 We show effectiveness of our proposed method throug

experiment. In here, we apply the proposed metloo@ t
targets swimming in herd in a vessel, and genesate
swimming trajectory in each individual. Below, weosv the

In this paper, we use multiple templates which are
weighted for matching. First, we calculate the me
absolute residualsi(a, b) based on central difference

orientation codea and b at the positioni( j) of eachn experimental parameters. The video image size is<ABD
templates and the target image from equation (2¢nTwe pixels, number of images are 1800, the searchsizeas 19
define the average of the mean of absolute residigl x 19 pixels, the template size i<® pixels, the threshold

from equation (3). Finally, we derive evaluatioriuea of . ] ]
matching from equation (4). In herB; means a weight  value of orientation codé’ is 2, number of the template
value, anck means time. images are 5, number of particle are 60 and weighte a

is 0.84. Further, we show the experimental resalEg. 3.
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4 Theestimation method of target position 40

90

In this chapter, we describe the estimation metfibe. 140
algorithm of particle filter consists of three seguch as 190
particle transition, calculate likelihood and regding. In a0

particle transition, the transition range is setdahon the
maximum swimming power of target which is known to
cope with the sudden speed fluctuation of targetther,
we calculate two types of likelihood for each titiosed
particle given by equation (5) and (6). Then, atiplar
position at which the likelihood becomes maximum is
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Figure 3: Swimming trajectory of each target

determined as the estimated position of targetlfyinwe Fig. 3 is shown the swimming trajectories of eaatyét
perform resampling on low-likelihood particles bdsen generated throughout the frame. Our proposed metfasd
Mahalanobis distance. able to obtain the swimming trajectories of eactydh
| D2 without erroneous detection for 1 minute moving gea
L =Pt Dy =i+ (- )2 (5)
Lo =exp{— 2EV\422J Ew=4E, +4 ® 7 Conclusion
Oew

In this paper, we proposed method of behavior track

of medaka. We dealt the change of brightness, susideed
5 The observation method of medaka change and direction change of target by using odeth
which combined detection method and estimation otkth

We describe observation method of medaka which Furthermore, we show effectiveness of our propasethod

combined methods described in chapter 3 and 4t, Kies through experiment.
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