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Abstract

The high complexity of the mechanical system and the dif-
ficult task of walking itself makes the task of designing the
control for legged robots a diffcult one. Even if the imple-
mentation of parts of the desired functionality, like posture
control or basic swing/stance movement, can be solved by
the usage of classical engeneering approaches, the control of
the overall system tends to be very unflexible. This paper in-
troduces a new method to combine apects of classical robot
control and behaviour based control. Inspired by the activa-
tion patterns in the brain and the spinal cord of animals we
propose a behaviour network architecture using special sig-
nals like activity or target rating to influencce and coordinate
the behaviours. The general concept of a single behaviour
as well as their interaction within the network is described.
This architecture is tested on the four-legged walking ma-
chine BISAM and experimental results are presented.

keywords: Four-Legged Walking Machine, Behaviour
Based Control

1. Introduction

Walking robots have been a field of increasing activ-
ity in the last years. Especially the ability to adapt
to unstructured terrain and the resulting demands on
the control architecture have been in the focus of re-
searchers. These efforts can be separated into two dif-
ferent approaches, one being the classical engineer-
ing approach using and refining the known methods of
loop-back control structures and dynamic modelling to
control the robot, e.g. [Gienger 01]. The other way is
to adopt as much from biological paragons for locoma-
tion as possible regarding both mechanical design and
control architecture, e.g. [Ayers 00b] and [Kimura 01]
. The methods proposed in this paper follow the sec-
ond approach by applying a reflex or behaviour based
control architecture to a four-legged walking machine,
this way performing sensor-based adaptation to motion
on irregular terrain.

*This research is funded by the Deutsche Forschungsgemein-
schaft (DFG), grants DI-10-1, DI-10-2 and DI-10-3

Biological research of the last years has identified
several key elements being used in nature for adapting
locomotion. These range from the geometrical struc-
ture of legs [Witte 01] and dynamic properties of mus-
cles [Pearson 95] to neural networks used for walking
by insects [Cruse 95] and [Cruse 01]. The results of
this research suggest a transfer of these principles to
legged robots. Due to the high complexity of real walk-
ing machines and the impracticality of mimicking es-
pecially nature’s activators and sensors, up to now only
some of the ideas have been transferred to the con-
trol architectures of real robots. In [Kimura 00] and
[Kimura 01] a neuro-oscillator based pattern generator
is introduced. The adaptation to the terrain is solved by
directly influencing the activation of the oscillator neu-
rons. [Ayers 00a] also uses neuro-oscillators which are
parametrized using the results from the analysis of lob-
sters. [Hosoda 00] proposes a reflex based gait genera-
tion system, triggered by the input of a camera system
mounted on the robot. A distributed control system for
a hexapod using reflexes to stabilize the body is pre-
sented in [Espenschied 96].

In the last years several methods were success-
fully applied to control the four-legged walking ma-
chine BISAM [Berns 98]. These include the usage of
coupled neuro-oscillators for gait generation [Ilg 98a],
learning leg trajectories [Ilg 98c] and the application
of radial basis function neural networks and reinforce-
ment learning methods for posture control while trot-
ting [Ilg O1] and [Albiez 01]. All these methods were
successfull but lacked a certain extensibility when con-
fronted with more demands than they were initially
designed for (e.g. both dynamically stable trott and
statically stable walking). Thus the necessity arrised
to build an architecture being able to handle these de-
mands.
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2. Activation, Activity, Target Rating and
Behaviours

There have been several approaches to use behaviour
based control in mobile robots over the last years. The
main area of application have been wheel driven, kine-
matically extremly simple robots, with the main fo-
cus on the robot’s task eg. navigation and group be-
haviour (see [Endo 01],[Arkin 00b] and [Mataric 97]).
Therefore these architectures concentrate on the co-
ordination of a set of high level behaviours operat-
ing mostly on the same semantic level and producing
abstract commands for the robot’s hardware. Since
the coordaintion of behaviours is crucial part in be-
haviour based robotics a lot of work has been done
there. Examples include comfort zones [Likhachev 00]
or case based reasoning [LikhachevOl1]; a good
overview on behaviour coordination can be found in
[Pirajanian 99].

There have only been a few attempts to use be-
haviour based architectures on the lower levels of
the control architecture for kinematically more com-
plex robots like walking machines. The best known
and most successful is the subsumption architecture
[Brooks 86], [Ferrell 95] used on several hexapods. A
more biological inspired approach for a lobster robot
is proposed in [Ayers 00b]. But there are several draw-
backs to these architectures, among them a general ten-
dency towards scalability problems, weaknesses when
adding new behaviours or trying reusing existing ones
and in most cases a highly problem specific approach
(see [Arkin 00a]).

Figure 1: Behaviour design

When considering the insights gained through PET
and EEG scans and spinal cord activity plots of
animals performing certain tasks ([Kandel 00] and
[Pearson 95]), as well as the problems when deal-
ing with real sensor information and highly complex
robots, the following key aspects can be identified:

e A certain action of an animal always creates ac-
tivity in the same area of the animal’s brain or its
spinal cord.

e Such an active area can result in the stimulation of
further regions as well as inhibit activity in others.

e Even though the classical approach to robot con-
trol has difficulties handling the complexity of the
whole system, these established methods should
be applied to solve simpler sub-problems.

e As hierarchical systems have been approved in
robotics as well as in nature it is advisable to use
some kind of leveled system with an increasing
degree of abstraction regarding sensor data and
motor signals.

Taking these observation into consideration, we de-
signed a control architecture consisting of a hierarchi-
cal network of behaviours. Each behaviour or reflex!
is developed using methods of classical control system
design or artificial intelligence. Only the interaction of
the behaviours and their placement in the network will
result in the desired actions of the overall system.

Each such behaviour B as used in this architecture
can formally be defined as

B = (€,,.,F,r,a).

This functional unit uses the input vector € and gener-
ates the output vector @. It possesses another dedicated
input value ¢ to activate the behaviour on a scale be-
tween O (disabled) and 1 (fully activated). This allows
to ensure the robot’s safety to a certain degree by ac-
tivating only a defined set of behaviours and enables
the usage of the behaviour as an abstract actor by other
higher level behaviours. The transfer function F' can
then be defined as
F:R"x[0;1] - R™;, F(€) =4.

Each behaviour generates two further output values,
the target rating r and the activity a. These are set
apart from the control output @ as they are not used for
control purposes but more treated as kind of sensor in-
formation about the behaviour’s state. The target rating
r evaluates the system state from the restricted view €
of the behaviour.

r:R® = [0;1];7(e) =7
It is constantly calculated even if the behaviour is deac-
tivated and generates no output. A value of 0 indicates
that the robot’s state matches the behaviour’s goal, a
value of 1 that it does not. The activity a reflects the
magnitude of the behaviours action:

a: R = [0;1] : (@) ~ ||@|

1A reflex refers to a simple behaviour close to the hardware thus
being more reactive than deliberative

SaA-I-4



more N

deliberative
4
=
S
.5 | \
< B21 |i B22 B23 | - \
8 \ \
1 1
\
} I
L I
J ]
1
o Rl ||| R2 R3 R4 | -/
reactive \ J
(reflexes) N % W\
B12’s
sSensors actors fefgllon of
machine robot influence

Figure 2: Behaviour coordination network

Apart from giving crucial visualisable information
for the control system developer, ¢, r and a are respon-
sible for the interaction between the behaviours within
the network. The network itself is a hierachical distri-
bution of the behaviours according to their functional-
ity. The more reflex-like a behaviour is the lower it is
placed inside the network (see figure 2). Higher be-
haviours are using the functionality of lower ones via
their ¢ inputs like these could be using motor signals to
generate robot movement. From this activation mech-
anism emerge the regions of influence R as shown in
figure 2 which are recursively defined as

U

B;€Act(B)
R(B) =0, if Act(B)=0,

where Act(B) is the set of behaviours being influenced
by B via ¢. This affiliation of a behaviour to a region
is not exclusive, it only expresses its cooperation with
other behaviours. The activity of the complete net-
work will concentrate in the region of one high level
behaviour.

R(B) = {Bz @] R(B@)} R

The state variables a and r are used to pass infor-
mation about a behaviour to others. The target rating
r hints on the behaviour’s estimation of the situation
whereas the activity a describes how much it is work-
ing on changing this situation thus influencing other
behaviours decisions and actions.

The activity also acts as a mean for the fusion of the
outputs of competing behaviours (see figure 3). Either
only the output of the behaviour with the highest ac-
tivity (winner takes it all) is used or the average of all
outputs weighted by the activities is calculated.

Behaviour B

Figure 3: Fusion of different behaviours outputs using their
activation as weighting criterion.

3. The Walking Machine BISAM

BISAM (Biologically InSpired wAlking Machine), de-
veloped ath the FZI, consists of one main body and
four equal legs (figure 4). The main body is com-

Figure 4: The quadrupedal walking machine BISAM. Due to
the five active degrees of freedom in the body and the abil-
ity to rotate the shoulder and hip, BISAM implements key
elements of mammal-like locomotion.

posed of four segments being connected by five ro-
tary joints. Each leg consists of four segments con-
nected by three parallel rotary joints and attached to
the body by a fourth. The joints are all driven by
DC motors and ball screw gears. The height of the
robot is 70 cm, its weight is about 23 kg. 21 joint
angle encoders, four three dimensional foot sensors
and two inclinometers mounted on the central body
provide the necessary sensoric input. A more de-
tailed description of the development and specification
of BISAM can be found in [Berns 99] and [Ilg 98b].
Research on BISAM aims at the implementation of
mammal-like movement and different gaits like stat-
ically stable walking and dynamic trotting with con-
tinuous gait transitions. Due to this target, BISAM is
developed with joints in the shoulder and in the hip,
a mammal-like leg-construction and small foot con-
tact areas. These features have strong impact on the
appliable methods for measuring stability and control.
For example, caused by BISAM’s small feet the ZMP-
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Criterion [Vukobratovic 90] is not fully adequate to de-
scribe the aspired movements.

The control design has to consider the high num-
ber of 21 active joints and especially the five joints
in the body. One common way to reduce the model
complexity is to combine joints and legs by the ap-
proach of the virtual leg, as used in many walking ma-
chines [Raibert 86], [Kimura 90], [Yoneda 92]. This
approach poses problems when modelling BISAM’s
body joints and lead to a strong reduction in the flex-
ibility of the walking behaviour [Matsumoto 00]. A
second way is to reduce the mechanical complexity of
the robot so it is possible to create an exact mathemat-
ical model of the robot [Buehler 99].

Taking the described problems into considera-
tion BISAM was used as the first plattform to im-
plement the proposed behaviour based architecture
([Albiez 02c] [Albiez 02a] [Albiez 02b]). This first
implementation has been expanded to a complete and
consistent framework, which allows BISAM to auto-
matically switch between standing, a free gait and a
normal walking gait.

4. Implementing a Behaviour Network

Up to now we have implemented a behaviour network
for BISAM which realises stable standing and a free
gait. The sub-network controlling one leg is shown in
figure 5. Note that the stance behaviour is inhibited
by the swing behaviour via the activity to guarantee
that stancing will stop as soon as the leg is cleared for
swinging. The two “helper” behaviours, preparing a
swing phase and keeping the ground contact, are the
most reactive in this group and as such are placed at
the bottom.
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Figure 5: Behaviour network for one leg

The overall network of BISAM is shown in figure 6.

For clarity reasons the networks of the legs are only
shown as blocks, since they operate independent from
each other. Above them reside the posture behaviours
as described in ([Albiez 02c]). The walking behaviours
on the highest level only activate lower behaviours and
don’t generate direct control signals at all. The fusion
knots between the walking and the posture behaviours
guarantee that only the output of the active walking be-
haviour is used. The transition between standing and
different gaits is done by the walking behaviours them-
selves.
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Figure 6: Behaviour network of the complete robot

To demonstrate the activities and the coordination
of the bahaviours a simple step on even terrain as
performed in free gait is described here. In figure 7
the swing phase of the leg is represented by its x-
coordinate (uppermost plot) and several involved be-
haviours are visualized by their activation ¢, activity
a and target rating r (top-down). All behaviour plots
scale from O to 1. Not all behaviours involved in actual
walking are described here but are ignored for reasons
of simplicity.

Between two swing cycles the free gait will try to
stabilize the robot on four legs while adapting the pos-
ture to the terrain. The force distributing reflex (first
behaviour in figure 7) represents the posture control
being activated after the swing leg hits the ground (high
t). At once its activity increases, the posture of the
robot is corrected, so the target rating descreases ac-
cordingly.

At the beginning of a new swing cycles the leg re-
lieve behaviour is activated. It tries to remove most
of the weight from the selected swing leg by shifting
the robot’s posture. The better the relieve situation of
the swing leg is rated, the more the swing behaviour
is activated. As soon as the swing behaviour decides
to start swinging, its activity increases, the leg is lifted
from the ground. Simultaneously the stace behaviour
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Figure 7: Some of the behaviours involved while walking on
even terrain in free gait

is inhibited which will no longer activate the ground
contact reflex (bottom-most plot in figure 7). The tar-
get rating of the ground contact reflex will shoot up as
soon as the leg leaves the ground, but the relfex cannot
change the situation as it is not activated; its acitivity a
remains Zero.

It is to be noted here that walking on unstructured
terrain won’t differ greatly from the situation above.
The main differnce will be some more activity of the
posture reflexes, the swing and stance mechanisms re-
main the same. Obstacles are hidden from them by the
posture control and the collision reflex.

5. Conclusion and Outlook

This paper introduced an hierarchical activation based
behaviour architecture. Three dedicated signals, the
activity a, the activation ¢ and the target rating r are
used to coordinate the interaction of behaviours within
the network. Such a network for stable standing and a
free gait was successfully implemented for a complex
four-legged walking robot. Future work will mainly
consist of the design and testing of different gait tran-
sition schemes and the integration of more sensors
to allow anticipatory activation of the behaviours on
BISAM. Furthermore there is ongoing work on using
this architecture on other Robot’s of FZI, namely the
six-legged walking machines AirBug and Lauron III

and the new four-legged Panter.
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