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1. Introduction

Neurobiological studies revealed that rhythmic motor
patterns are controlled by neural oscillators referred
to as central pattern generators (CPGs) [2]. Inspired
by these findings, human-like biped walking was suc-
cessfully simulated in [3] by using the CPG controller.
However, it is very difficult to determine the CPG pa-
rameter values for various robots and environments,
since there is no design principle to determine the pa-
rameter values.

The main aim of this article is to study a reinforce-
ment learning (RL) method for a CPG controller that
generates stable rhythmic movements. In order to deal
with the CPG controller, we propose a new RL method
called the CPG-actor-critic method.

2. CPG-actor-critic model

An actor-critic model is a popular RL method. In that
method, the actor is a controller that generates control
signals to the physical system. The critic predicts the
reward accumulation toward the future.

When we try to apply the actor-critic model to the
CPG controller, there occur several difficulties. The
RL task becomes a partially observable problem. In
addition, the usual gradient-based learning algorithm
for the actor-critic model is not suited for training the
CPG controller.

In order to overcome these difficulties, the CPG con-
troller is divided into two modules, i.e., the basic CPG
and the actor. The basic CPG is a dynamical part of
the CPG with fixed weights. The actor is a linear con-
troller without any mutual feedback connection, which
receives the basic CPG output and the sensory feed-
back signal, and outputs indirect control signal to the
basic CPG. The parameter of the actor can be deter-
mined by a gradient method.

3. Experiment

We apply the CPG-actor-critic method to the biped
robot simulator [3]. We assume that an immediate re-

ward is determined by the next robot state x: r̃(x) =
0.5rheight(x) + 0.02rspeed(x) ,where rheight(x) is
proportional to the height of robot’s hip and encour-
ages the robot not to fall down. rspeed(x) is propor-
tional to the speed of robot’s hip and encourages the
robot to proceed to the forward direction.

After about 5800 learning episodes, the robot started
to walk stably. The biped robot controlled by the
learned parameter aRL is able to walk on inclined or
rough ground more stably than by the hand-tuned pa-
rameter aHT .

4. Concluding remarks

In this article, we proposed a new RL method called
the CPG-actor-critic method and applied it to auto-
matic acquisition of the biped locomotion. By using
our method, a CPG controller that can walk in various
environments more stably than the hand-tuned one was
obtained.
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